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Abstract. In this article we propose a method for joining two seman-
tic schemas into a larger schema that incorporates and increases their
reasonings. This method will lead us to a more general joining opera-
tion for n semantic schemas, n > 2. The proposed joining operation will
be used in a future paper dedicated to the design of a distributed rea-
soning system that uses the semantic schema model for representation
and processing of the knowledge.
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1 Introduction

A distributed system has a certain number of components by means of which
it can perform complex tasks.

In a distributed reasoning system the composing elements are named rea-
soning sources. As we know, these sources have a representation and reasoning
mechanism used to perform deductions.

Usually, in order to answer to complex interrogations, a distributed reason-
ing system must combine deductions obtained by more then one of its reasoning
sources.

Thus, whenever we construct such a system the following problem arises:

Which is the proper manner for combining the reasonings of two
(or more) different components of this kind of system such that
the information can be preserved and furthermore enriched with
new ones?

We intend to treat this problem for a distributed reasoning system in which
all of its components use the semantic schema concept ([1]) as the representa-
tion and reasoning mechanism.

Thus, we have to define a method be means of which different semantic
schemas generated by different reasoning components can be combined in order
to increase the reasonings. Our method combines different schemas by joining
them in a bigger structure which will turn out to be also a semantic schema.

In this article we present an algorithm that implements the joining operation
for two semantic schemas. The presented method could be easily turn into the
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principal routine for a more general algorithm that joins n semantic schemas,
n > 2.
This article is structured as follows:

we start by enumerating the basic theoretical concepts used in this paper
— we define the joining operation of two semantic schemas

then we present the algorithm that implements the joining operation of two
schemas and we give the prove that the algorithm is correctly defined
finally we present a study case in order to illustrate the presented method.

2 Prerequisites

Consider a symbol 6 of arity 2 and a finite non-empty set Ag. We denote
by Ag the Peano #-algebra generated by Ajg.

Definition 1. A semantic #-schema ([1]) is a system S = (X, Ay, A, R)
where
e X is a finite non-empty set of object symbols
e Aj is a finite non-emply set of label symbols
o Ay C AC Ay, where Ay is the Peano 0-algebra generated by Ay
e RC X x Ax X is a non-empty set which fulfills the following conditions
- (C1) If (z,0(u,v),y) € R then 3 z € X such that (z,u,z) € R and
(z,v,y) €R
- (C2) If O(u,v) € A, (x,u,2) € R, (z,v,y) € R then (x,0(u,v),y) € R
-(C3) proR=A

Lets consider the §-schema S = (X, Ag, A, R) and a set Ob of simple ob-
jects. Based on this set of objects we define a bijective mapping ob : X — Ob.

Definition 2. An interpretation of S is a tuple T = (Ob,0b, {Alg, tuca)
where:

e Ob is the set of the simple objects.

e 0b: X — Ob is a bijective function.

o {Algytuca is a set of algorithms and we note by dom(Alg,) the set of all
pairs of objects such that the algorithm Alg, can be executed.

An interpretation (I) defines a space Y (Z) which is named the semantic
space generated by 7:

Definition 3. (/2]) Consider the 0-schemas S = (X, Ag, A, R) and P = (Y,
By, B, Q). We define the relation SCP if X CY and R C Q.

Proposition 1. ([2]) Consider the 8-schemas S = (X, Ag, A, R) and P = (Y,
BQ,B,Q). IfS E P then AQ Q BQ and A Q B.

Proposition 2. The relation C is reflezive, antisymmetric and transitive, there-
fore it is a partial order.



Joining Semantic Schemas in Vision of a Distributed System Reasoning 125
3 Joining of two semantic schemas. Theoretical aspects

Let us consider we have two semantic schemas, S; = (X', A, A, R') and
S; = (X7, Al AT R7) such that A} N A} = 0. The joining of these schemas is

done based on a set A‘omt # () defined in the following proposition.

Proposition 3. The link between two schemas S; and Sj, S; # S; is con-
structed according to a set of relations’ labels, noted A"’ that is defined

recursively as follows:

joint?

quétnt L_J [4jétnt
p>0
where:

(Aonmt)O is a finite set of labels u of the form u = 0(u1,uz), u1 € A* and
uy € A oruy € AV and ug € A,

(Ajoubt).l) is a finite set of labels w of the form u = O(u1,u2), w1 €
(AjJO”Lt)p 1U A" and up € (AJOHLt)p 1U A oru € (AJJomt)pﬂ U Al and
Uz € (AJomt) LU A
e there is po > 0 such that (Aonm:) =0 and (AonuLt) _ (Aj’{)int)po-&-l _

Remark 1. From the Proposition 3 we obtain that A%

J
finite sets (AJomt
elements.

Foint is a finite reunion of

)p» » = 0,po — 1 and thus, the set A”

Joint is also a finite set of

Definition 4. We define the joining operation of two 6-schemas as the map-
ping ® : dom(®) — Sg such that:

dom(®) = {(8;,S;) | X' N X7 £ 0 and EIAJomt # 0}
Se is the set of the §-schemas over AL U A} for ¥(S;,S;) € dom(®)

where S; = (X', Ay, A", RY) and S; = (X7, A}, A1, R7) with AL Al = 0. We
note:

where Sqj is the semantic 0-schema: Si; = (X9, A, A, R such that:
X0 =X
A = Ay U A

R} =R,UR)
Al = AU AT U AY

joint

R C XU x AV ;X X

join

Proposition 4. The semantic schema obtained by joining two schemas is not
necessarily the supremum of them.
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Proof. Let us consider two disjunctive f-schemas S; = (X*, A}, A*, R) and
S; = (X7, A}, AT RY) with Aj N A) = 0.

If we note by S = (X, Ay, A, Z,,) the supremum of S; and S; then from
the way the supremum of two schemas is defined in [2] we obtain:
X=X"UXI, Ay=A UA], A=A"U AT and Z,, =J,,>9 Zm Where:

Zy = Ry UR)
Zmr1 = {(z,0(u,v),y) e X x Ax X |3z
(x,u,2) € Zpm, (2,0,y) € Zm},m >0
(1)

The sequence {Z,,}m>0 is a finite one because it satisfies the following
property: there is a natural number mq such that Z,,) = Z;p41=... = ]

Let us consider that S;; =S, ® S, S;; = (X%, Af, A, R7).

From the way the S;; is constructed by the joining operation we have that
X =X =X"UX!, Ag = AY = ALU A} and Zy = RS = RjUR), but because
one of the conditions for existing S;; is that A% = § we obtain that:

joint

A=AUAN CAT=A"UA VAT, (2)

We know that Z,, € X x A x X and RY C X% x AY x X" Because

AN A} = 0 (from the premise) we obtain that Z,, = R'U R/ which implies
that: N
Zno - RY

Moreover, based on the way the relation “C” is defined in Definition 3, from
X = X" and Z,, € R"Y we obtain

SLE &y 3)

which means:
sup{S;, S} E S ® S; (4)

4 The JOINER algorithm

In this section we present the algorithm that receives as input two schemas
S; and S; and obtains at output the schema S;; = S; ® S;.

But before that we must introduce the notations used in the algorithm.
Thus:
o (M), where M is a set and n is a natural number, n > 0, represents the set
M obtained at the n-th step of the algorithm. N
¢ (Ryew)n represents the set of the relations labeled by elements of (A;JO,L-M)”
that are obtained by composing:

- some relations of R* with some relations of R7, that share common nodes
of (Xcorn)n ifn=0 ] )

- some relations of R' U (Re)n—1 With some relations of R? U (Ryew)n—1
that share common nodes of (Xcom)n, if n > 1.
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The JOINER algorithm:
Input: S; = (X7, A}, A, RY), S; = (X7, A}, A, RY)
if (Aj N A) #0)
return error_code
if (XPNX7=0)v (47 0))

joint —
return error_cone
step O :
(XC()‘H'L)O — Xi N Xj
X9 — XtUXJ
if ((XC()‘H'L)O 7é ®) ) . )
(Ruew)o — {(z,8(u,v),y) € X* x (A;J()Mt)o x X7 | 3z € (Xeom)o :

(z,u,z) € R"A (z,v,y) € RV}
U {(2,0(u,v),y) € X7 x (A7)0 x X' | Tz € (Xeom)o :
(v,u,2) € R A (z,v,y) € R'}
X’rbew — prl((RrLew)O) U pTS((Rnew)O)
n+—1
step n : while ((Ruew)n—1 # 0)
(Xcom)n — (Xnew N XL) U (Xnew N XJ)
(Rnew)n —0
if ((Xcom)n 7é ®) . . )
(R”e’w)” — {(x79(u17u2)7y) € X' % (A:;’-Z)int)n x X7 | E'Z € (Xcorn)n :
(x,ul,z) S Ri U (Rnew)nﬁl‘ A (Z»UQ»y) S Rj U (Rnew)nfl}
U {(2, 0(ur,u2),y) € X9 x (A% )0 x X' | 32 € (Xeom)n -
(-r»ulvz) cRU (Rnew)n*l A (Z»UQ»Q) €RU (Rnew)nfl}
X’rbew — prl((RrLew)n) U pTS((R'rLew)n)
endif
n—n-+1
endwhile ‘
Ry — Ré U R
Af —pra(Ry)
R o (Rpew)n U R U RI
A" pry(RY)
endif
Output: S;; = (X, Ay, A R")

Remark 2. An algorithm is consider well-defined if it fulfills the following con-
ditions:

- (A1) its execution ends in a finite time

- (A2) the resulted output is correctly defined

Proposition 5. The JOINER algorithm is a well-defined algorithm.

Proof. From Remark 2 we obtain that for each input S; = (X*, A}, A*, R)
and S; = (X7, A}, A7, R7), with Aj N A} = 0 the JOINER algorithm must:

- (A1) end in a finite time

- (A2) obtain at output the semantic schema S;;
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Fig. 1. A graphical illustration of the Ryeq. defining method

From the way the set R is constructed by the algorithm, we have:
Ryew +— Un>0 (Rnew)n
R — R'UR/ U Ryen

In order to prove (A1) we have to prove that there is ng > 0 such that
(Rpew)n, = 0 and thus we obtain:

Rpew — UZOZO (Rnew )n

But (Rpew)n C X9 x (Aonmt)n x X% n > 0. As we have underlined in Remark
1 the set A}imt:

Aljjoint — UpZO(A:;i)i’nt)p
is a finite set because Jpg > 0 such that (Aj‘{)mt)po = . This implies that Jng,
no < po such that (Ryew)n, = 0. The condition (Al) is it proved.

The condition (A2) implies to prove that the system S;; = (X, Af, AY, R
obtained using the JOINER algorithm is a semantic #-schema. This means we
have to prove that S;; respects the conditions (C1) + (C3).

For S;;, the condition (C1) is:

If (z,0(u,v),y) € RY then there is 2 € X% such that (z,u,z) € RY and
(2,v,y) € RY.

Because RY = R'U R Uy,>0 (Ryew)n then one of the following inclusions is

fulfilled for (z, 8(u,v),y):
1) (z,0(u,v),y) € R*U R
2) 30> 0: (2, 0(u,0),) € (Rnew)n

For the case 1): lets suppose that (z,0(u,v),y) € R'.

Because S; is a f-schema implies that R’ fulfills the condition (C1), thus:
Jz € X: (z,u,2) € R" and (2,v,y) € R’

Obviously, X* C X% and R' C R¥ which implies: 32 € X% : (z,u,2) € RY
and (z,v,y) € RY

Similar proof for (z, 0(u,v),y) € R?. Thus, we obtain that the case 1) fulfills
the condition (C1).

For the case 2): if (z,8(u,v),y) € (Ruew)n then 32 € (Xeom)n, n > 0 such
that: (z,u,2) € (R'U RY) U (Rpew)n—1 and (2,v,y) € (R*U R U (Ruew)n—1-
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Because RPUR? C RY and (Ryew)n—1 C RY (if n = 0 we can consider that
(Rpew)—1=0), results (R*U RY) U (Rpew)n_1 S RY.

This implies (x,u,2) € RY and (z,v,y) € R and because (Xcom)n € X%
we obtain that the condition (C1) is true also for the case 2).

The condition (C2) for the schema S;; is:
If O(u,v) € A, (z,u,2) € RY, (2,v,y) € RY then (z,0(u,v),y) € RY.

Because AY = pro(RY) = pro(R'U RV Up,>0 (Rpew)n) = pra(RVU R9) U, >0
pro((Rpew)n) then V0(u,v) € A% only one of the following cases arises:
1) O(u,v) € pro(REU RY)
2) In > 0: O(u,v) € pro((Rpew)n)

For the first case we take 6(u,v) € pra(R'). The way the set R’ is defined
asks for u € pra(RY) and v € pra(RY).

Thus {(z,u, 2), (z,v,y)} € R* which implies (z, 8(u,v),y) € R* C RY.

For 0(u,v) € pra(R?) we obtain a similar result. Thus, the case 1) fulfills
the condition (C2).

The second case 8(u,v) € pra((Rnew)n) implies:
-u € pro((RPUR) U (Ryew)n—1) = (z,u,2) € (RPU RI) U (Ryew)n—1
-vE pTQ((Ri U RJ) U (bee’w)‘rbfl) = (Z?U?y) € (RL U RJ) U (Rrbe'w)nfl

where 32 € (Xoom)n C X%, Thus, we obtain (z,0(u,v),y) € (Rpew)n S RY
and the condition (C2) is fulfilled again.

The condition (C3): A% = pry(R¥) comes from the construction of S;.

Remark 3. The order in which the two schemas S; and S; are given as input
for the JOINER algorithm is not important because the joining operation
is commutative:

S,' ® Sj = Sj ® S,L'

5 A case study

As an exemplification of how this method works we will consider the fol-
lowing two #-schemas:

81 = (X1, A), AL, RY) where:

-X'={PY, Z,Q}
- Al = Al = {a,b}
- R' = Ré = {(P,a,Y), (Z,b,Q)}
The second schema is Sy = (X2, A2, A2, R?) where:
- X2 =1{Y,Z,W}
- A2 = {u,m}, A2 = A2U{0(u,m)}
- Rg = {(Y, u,7), (Z,m’W)}v R? = Rg ULy, O(U,m),W}

We consider for both schemas interpretations in the domain of the relations
that occur between the members of a family. Thus, the interpretation for S; is
Il = (Obl, Obl, {Alg'b}'ueAl) for:

- Oby = {“Peter”, “John”, “Mary”, “Ana’ }
- oby : X1 — Oby, oby(P) = “Peter”, oby(Y) = “John", oby(Z) = “Mary”,
ob1(Q) = “Ana”
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Fig. 2. A case study

- Algorithm Alg}(obi(P),0b;(Y))
return oby (P) + “is father of” + ob1(Y)
End of algorithm
Algorithm Alg} (obi(Z),0b1(Q))
return oby(Z) + “is mother of"” 4+ ob1(Q)
End of algorithm

The interpretation of the #-schema Sy is noted Zy = (Oby, 0bg, {Alg2 }.c 42)

where:
-Oby = {“John”, “Mary”, “Nicolas"} C Ob
-0by 1 X% — Oby, 0by(Y) = “John', obs(Z) = “Mary", obay(W) = “Nicolas"
-Algorithm Alg?(oby(Y), 0bs(2))

return oby(Z) + “is husband of"” + 0b2(Q)

End of algorithm

Algorithm Alg2,(0by(Z), 0ba(W))

return oby(Z) + “is sister of"” + oba(W)

End of algorithm

Algorithm Algg(%m)(ol, 02)

return o1 + “is brother —in — law of" + 0o

End of algorithm

For A32,, = {0(a,u),0(0(a,u),b)} the f-schema S15 = (X2, A3?, A'?, R'?)
is constructed in two steps:
step 1:
(Xcom)O = {K Z} and (Rnew)O = {(P7 O(a,u),Z)}
step 2:
(Xcom)l = {P,Z} and (Rnew)l = {(R@(@(a,u),b),@)}
Thus, we obtain:
X12 — Xl U X2
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R? = R'UR?U (Rpew)o U (Rpew)1, RY> = RYU R

A2 = AU A2 U {0(a,u),0(0(a,u),b)}, AY? = AU AZ.
The interpretation of Sy5 is

112 = (Oblg, Ob12, {Alg,tQ}ueAm) where:

- Obio = Oby U Oby

- obya 1 X2 — Obya, obia(z) = ob;(x), Vo € X%, i=1,2

Algl(o1,09),c € A2 N Al
Algt*(01,09) = {Alzégoi,ozg,c c A2 A2
Algorithm Alg;?%u) (01,02)
return oy + “is father —in — law of" + oo
End of algorithm
Algorithm Algé?e(a7,u)7b) (01,02)
return o1 + “is grandfather of” + oo
End of algorithm

6 Conclusions
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As we have underlined from the very beginning of this paper this work will
be continued in order to be implemented in the reasoning mechanism of a dis-
tributed system which uses the semantic schema concept as the representation

and processing model.
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