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Abstract. In this article is presented how H DR systems can be used
for spatial reasonings. Because the reasoning entities of the HDR sys-
tems are defined based on the inferences they have to perform it is very
easy to implement in these systems distributed reasoning processes.
For this reason we reconsider our approach presented in [1] for image
synthesis reasoning mechanism because this is a distributed reasoning
mechanism differentiated along the main axes of a spatial image.
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1 Prerequisites

A f#-semantic schema (shortly, -schema) is a system S = (X, Ao, 4, R),

where:

e X is a finite non-empty set of symbols named object symbols

e Ap is a finite non-empty set of elements named label symbols and Ay C
A C Ay, where Ay is the Peano #-algebra generated by Ay

e RC X x A x X is a non-empty set of relations.

Let us consider a #-schema S = (X, Ay, A, R). We denote by Ded(S) the

least set satisfying the following properties:([2])

o If (z,a,y) € Ry then ([z,y],a) € Ded(S)

o If ([zi,...,zx],u) € Ded(S) and ([z,...,xr], v) € Ded(S), i < k < r and
O(u,v) € A then ([xi,..., 2], 8(u,v)) € Ded(S). An element of Ded(S) is an
deductive path of S.

Consider di = ([z1,...,2k],u) € Ded(S) and d2 = ([y1,-..,Ym],v) €
Ded(S). We write di < dg if k& < m and either one of the following condi-
tion is satisfied:([2])
® T =Y1s-- s Tk = Yk, V :9(u7ul)
® L1 = Ym—k+1ls--- Tk = Ym, U= H(Ulvu)

Definition 1. ([2/) An element d € Ded(S) is a maximal element if there
is not B € Ded(S) such that: d < 8. We denote by Ded(S)™** the set of all
mazimal elements of Ded(S).
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The maximal elements of Ded(S) are named also the maximal paths of the
schema & or the conclusions obtained in this reasoning environment.

Let us consider the schemas &1 = (X7, Ao1, A1, R1) and Sy = (Xa, Aoz, A2, R2)
and i € {1,2}.

Ifdi = ([z,...,y],u) € Ded(S;) and d2 = ([y, ..., 2], v) € Ded(Ss3_;) then
we say that d; is connected to right by da or ds is connected to left by d;.
We say that d; is connected by ds if dy is connected to right or to left by ds.

We consider the following sets of deductive paths L; C Ded(S1) and Ly C
Ded(S,). We say that Ly U Ly is a pairwise connected set of deductive
paths if every deductive path of L; is connected by some deductive path of
Lg,i.

Using L1 U Ly we can build a new structure over &1 and 83, named hyper-
schema of first order.

In the resulted hyper-schema each element of L;, i € {1,2}, is transformed
into a regular arc by means of a bijective mapping gs,. More exactly, for
gs;(e) = 0(u,v), if d = ([z,...,y],0(u,v)) € L; then the regular arc (z,e,y) is
considered in the hyper-schema.

Definition 2. (/3/) A hyper-schema of order one over S1 and Sy obtained
by means of L1 and Ls is a 8-schema S that includes the reqular arcs obtained
from L1 and La.We denote by Hyp1({S1,S2}) the set of all hyper-schemas of
first order over 81 and Ss.

In general we write S € Hypy({S1,S2}) if S1 and Sy are hyper-schemas of
order j < k — 1 and at least one of them has the order £ — 1.

Definition 3. ([3/) An HDR system is the tuple H = (Q1,Q2, . .., Q) where
k> 2 and

o Q1= {Ag1,..., Agn, tni>1, constitutes the first level of the system. The
entities {Ag1, ..., Agn, } are named the agents of the system and as struc-
tures they are 6-schemas.

We note the schemas generated by the agents of the system with S1, ..., Sy, .

o Qo={KMp,41,.... KMy, ny>n +1, constitutes the set of the knowledge
managers of the second level of the system and as structures they are hyper-
schemas of order 1.

Thus, if we note with Sp, 41, . .., Sn, the schemas generated by the managers
of Qo we have that Vm € {n1+1,...,n2},Imy,ma € {1,...,n1},m1 # ma
such that:

Sm € Hypl ({Sml ’ sz })

s Q; = {KMy, 41,...,KM,,} ;>3 represents the set of the knowledge
managers for the j-th level of the system. Thus, if we note by S, 4+1,...,Sp,
the hyper-schemas generated by the managers of Q; we have that ¥Ym €&
{nj,1 +1,... 7nj}, dmy € {nj,% L. 7nj,1} and dmo € {17 L. 7nj,1},
mi # ma such that:

Sm € Hyqu ({Sml 5 Smg })
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2 A spatial reasoning HDR system

In order to implement the reasoning mechanism of [1] in a HDR system,
the architecture of the system is defined as follows. At the first level there are
the agents which start the inputs’ processing, each agent being specialized on
a single axis’ relations. At the upper levels the knowledge managers’ tasks con-
sist of enriching the deductions already obtained in the system by combining
deductions from different entities, that is, deductions corresponding to differ-
ent axes of the image. In this manner, the reasonings entities of this system
determine an inference mechanism based entirely on deductions.

In what follows we consider spatial images with two dimensions. We define
an H DR system consisting of two agents at the first level and a single manager
at the second level whose task is to combine the agents’ deductions in order to
illustrate them in a 2D picture.

In order to describe arrangements of 2D objects in a 2D spatial area, each
knowledge piece received by the system will contain instances of the following
four directional relations: at left side of, behind, perfectly at left side of, perfectly
behind where the relations at left side of, perfectly behind correspond to the
Oz axis and behind, perfectly at left side of correspond to the Oy axis of the
described 2D image.

Definition 4. We define the knowledge domain of HDR system as the set
of the spatial relations existing along the two axes of a 2-dimensional image. It
consists of:

— the initial relations: (perfectly) at left side, (perfectly) behind
— relations that can be derived using composition from the system’s initial
relations.

These relations are externally represented by the graphical illustrations of
their corresponding spatial semantics.

Definition 5. We define the architecture of HDR system as follows:
H = ({Ag1, Aga}, { K Ms})

such that Sl = (Xi7AOi7Ai7Ri); i = m, A01 = {L7PB}, AOQ = {B7PL} The
labels of Agy and Ags correspond to the system’s initial relations at Left side
of, Behind, Perfectly at Left side of, Perfectly Behind.

As we have said, the relations of the system’s domain are externally repre-
sented by graphical images. More precisely, they are represented by means of
some grids that illustrate the spatial relations of some objects.

Definition 6. Let us consider the HDR system H = ({Ag1, Aga}, {KM3})
with SZ = (X17A017A17 Rl): i = m

We will note by Yy, (01, O2) the graphical illustration of the spatial relation
internally labeled by u that exists between the objects O1 and Os, that is:
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Fig. 1. The external representations corresponding to Ag: labels (I).
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Fig. 2. The external representations corresponding to Ag: labels (II).

Yu(Oy, 02) = Algy (01, 02),u € Ay
Y@(ulﬂn)(olv 02) = Algg(iuhug) (Yul (017 0)7 Yu2 (07 02))7 U= e(ulv UQ) € A

with i € {1,...,3}.

Definition 7. Let us consider the HDR system H = ({Ag1, Aga}, {KM3})
with S, = (X,‘7A0,‘7A,‘7Ri), i = 173.
We say that two labels u,v € A1 U AU As are semantically equivalent if and

only if their external representations Y, (01, O2) and Y, (01, O2) are identically,
VOh 02 € Ob.

Proposition 1. Let us consider the HDR system H = ({Agy, Aga}, {K M3}),
with §; = (Xi7A0,‘7A,‘7Ri), = m

If Ju,v € Ak, u # v such that trace(u) = trace(v), k € {1,...,3} then the
labels u and v are considered semantically equivalent.

Proof. Let us suppose that trace(u) =< ui,...,up >p>1, trace(v) =
< V1y...,Um >m>1. From trace(u) = trace(v) we obtain n =m and Vi = 1,n:
U; = Vj.

If n < 2 results that « = v. For n = 3 we will consider trace(u) = trace(v)
= < w1, w2, w3 >, wi, w2, ws € Ag. Because u # v we can have the following
cases:
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Fig. 3. The external representations corresponding to Ag: labels (III).
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— u = 60(0(wr,w2),ws) and v = B(wy, O(w2,ws)) or
— u = 8(wy,0(ws,ws)) and v = H(O(wy,ws), w3)

Without losing generality, let us suppose that u = 6(8(w1,w2),ws), v =
A(w1,0(w2,ws)). Results that both images Y, and Y, are made based on the
same kind of images Y,,,, Yy, and Y,,,. Only the order in which these images
are combined is different.

Indeed, YO1,05,03,04 € Ob let us consider Yy, (01,02), Yy, (02,03),
Y, (O3, 04) Results that Ji,5 € {1,...,3} such that:
® Yo (w1 ,w,)(01,03) = Alge(w ) w1(01702) Y, (02, 03)) for 0(w1,wz) € A;
and thus Y (u, w,)(O1, O3) is the graphical illustration of the relations labeled
by w; and wy between O and O, and, respectively, between Oz and O3
® Yo(wsw5)(02,04) = Algf(@wS)(ng(O% 03),Y,;(03,04)) for 0(wy,w2) € A;
and thus Y (u,,w,)(O2, O4) is the graphical illustration of the relations labeled
by we and w3 between Oy and Oz and, respectively, between Os and Oy

Results that both images Y,(O1,04) and Y, (01, Oy) illustrates the same
relations between the same pairs of objects, which implies their equivalence:

— Yo(o(wsws)ws) (01, 00) = AlG5to s, ) ) Yo(uws w2) (01, 03), Yary (O3, 04))
= Yo(us,0(wa,09)) (01, 04) = A3t 0 0)) (Yior (01, 02), Yo(us ) (02, Ou))

]

In what follows we consider that the knowledge pieces received by the system
are descriptions of 2D images consisting of maximum 5 objects. This implies
that the labels’ lengths of the agents’ relations are smaller than 5.

Definition 8. Let us consider the HDR system H = ({Ag1, Ag2}, { KM3}),
S = (Xi7A0i7Ai7Ri)7 i = m: Ao = {L7PB}7 Ap2 = {B7PL}

The specialization of the system’s agents is defined as follows:
e Agi’s specialization consists of relations that describe relative positions along
the Ox axis, that is, the left side of and perfectly behind relations and all of the
relations that can be derived from these ones using composition, that is:
Un o(A1)n such that:
(A1)o = Ao1 = {L, PB}
(A)n = Uue(ay), . 10(u, L),0(u, PB)}nx1

Results:

(A1)o = {L, PB}

(A1)1 = {6(L,PB),6(PB,L),0(PB,PB),0(L,L)}

(Al)Q = {H(H(L PB) L) ( ( ; B)va) (H(PBv L)vL)z H(H(PBvL)va)z
0(0(PB,PB),PB), 9(6(PB,PB), L), 0(6(L,L),PB), 0(0(L,L),L)}

(A1)s = {6(6(6(L, PB), L), L), 9(0(6(L, PB), L), PB), 6(6(6(L, PB), PB), L),
#(9(6(L,PB),PB),PB), 8((8(PB,L),PB),L), 6(8(6(PB,L),PB),PB),
0(6(0(PB,L),L),L), 0(6(6(PB, L), L), PB), 9(6(0(PB, PB), PB), L),
9(6(6(PB, PB), PB), PB), 0(6(6(PB, PB),L), L), 8(8(6(PB, PB), L), PB),
0(0(0(L, L), PB), L), 6(0(0(L, L), PB), PB), 6(6(6(L, L), L), L),
0(6(6(L, L), L), PB)}
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The algorithms corresponding to the labels of Ui:O(Al)" are presented in
Figures 1-3.
e Ags’s specialization consists of relations that describe relative positions along
the Oy axis, that is, the behind and perfectly left relations and all of the relations
that can be derived from these ones using composition:
U2 _y(A2)n such that:
(AQ)() = AOQ = {B7PL}
(AQ)" = Uue(Ag)n,l {9(U’7 B)v 9(“7 PL)}Nzl
Results:
(A3)o = {B, PL}
(A2)1 = {0(B, PL),4(

PL,B),6(PL,PL),6(B, B)}
B), 0(

(AQ)Q = {9( B PL)7 )7 9( 7PL)7P )7 0 H(PLvB)vB)z G(H(PLvB)vpL)z
9(9(PL PL),PL), 6(6(PL,PL), B), 0(6(B, B), PL), 9(0(B, B), B)}

As)3 ={0(0(0(B PL)7 B), B), 8(0(0(B, PL), B), PL), 6(6(6(B, PL), PL), B),
( (0(B,PL), P ) L), 0(0(0(PL,B), PL), B), 0(0(0(PL, B), PL), PL),
0(0(0(PL, B), B), B), 9(6(6(PL, B), B), PL), (6(6(PL, PL), PL), B),

0(0(0(PL, PL) PL),PL), 6(6(8(PL,PL),B),B), 8(6(6(PL,PL),B),PL),
0(0(6(B, B), PL), B), 0(0(0(B, B), PL), PL), 6(6(6(B, B), B), B),
0(0(6(B, B), B), PL)}

The algomthms corresponding to the labels of UiZO(Ag)n are presented in
Figures 4-5.

Definition 9. Let us consider the HDR system H = ({Ag1, Aga}, { KM3}),

Si = (Xi7AOi7Ai7&); i = m, A01 = {L7PB}, AOQ = {B7PL} The special—

ization of K M3 is given by the following set:

As = {0(u,v) | trace(V(u)) =< u1,...,un >, trace(V(v)) =< v1,...,0m >:
(un = LAvi=PL)V (up, = BAvi = PB)V (u, € {PB,PL})}

The algorithms corresponding to the relations of K M3 are defined as follows:

— VO(u,v) € Az: trace(V(u)) =< u1,..., U, >p>1, trace(V(v)) =< vy, ...,
U >m>1 With u, = L,v1 = PL we can have the following two cases for
the algorithms Azggs(e(w)) (Y (u)(01,0), Y1) (0, 02)):

o if V(u) =L then
ALG ) (Y2.(01,0), Yy (1) (0, 02))
appending a new column at the left of Yy (,)(O,02)’s grid such that the
object O1 is in L relation with the common object O of these two grids
o if V(u) = 0(u', L) then
AZQVS(Q(%U)) (Ang(u’A,L)(Yu’ (017 Ol)v YL(O/7 O))7 Yv (U)(Ov 02))
overdraw the image of Yy 1)(01,0) on the image of Yy (,)(O, O2) such
that the object O' of the first image is in L relation with the common
object O

— VO(u,v) € Az:trace(u) =< ui,...,Up >p>1, trace(v) =< v1,...,Um >m>1
where u, = B,v; = PB we can have the following two definitions for the
algorithms Algype, ) (Yv () (O1,0), Yy () (0, 02)):
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Fig. 4. The external representations corresponding to Ags relations (I).
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Fig. 5. The external representations corresponding to Agz relations (II).

o if V‘gu) = B then
AlgVS(Q(uﬂ;)) (YB(017 0)7 YV(U) (07 02))
appending a new line at the bottom of Yy (,)(O,02)’s grid such that the
object O1 is in B relation with the common object O of these two grids
o if V(u) = 0(u/, B) then
AlgVS(Q(uw)) (Al99(u’,B) (Yu’ (017 Ol)v Yr (0/7 O))7 YV(v) (07 02))
overdraw the image of Yy 5y(O1,0) on the image of Yy (,)(O, O2) such
that the object O' of the first image is in B relation with the common
object O
— VO(u,v) € As: trace(u) =< u1,..., Uy >p>1 where u, € {PB, PL} we can
define the algorithms Algv(g(u’v))SS (Yv () (01, 0), Yy(,)(O, 02)) as follows:
for V(u) =0(u', PB/PL) then
Algv (6(u)) (Algo(u,pB/PL)(Yu(01,0"),Ypg/pL(0', 0)), Yi (1) (O, O2))
overdraw the image of Yy, pp/pr)(O1,0) on the image of Yy (4)(O,0z)
such that the object O" of the first émage is in PB/PL relation with the
common object O

2.1 A study case

Let us consider that the inputs of our system describe spatial relations
existing between five landmark shapes of a city. A possible inferable knowledge
piece KP for the system corresponding to the image from Figure 6 is the
following one:
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Fig. 6. A 2D image of landmark shapes

The Stadium is perfectly behind the Hospital. The Hospital is at left side of
the Park. The Park is perfectly behind the Building. The Building is at left side
of the Hypermarket.

The Stadium is behind the Hospital. The Hospital is perfectly at left side of
the Hypermarket. The Hypermarket is behind the Park. The Park is behind the
Building.

Results that the set of K P’s objects is { Hypermarket, Hospital, Stadium,
Building, Park } C Ob.

| u‘l‘ -{0} -{m | {j - .-‘ Uu .-l

T WELL) -\_i- &FLL
WL PR |
(UL (T

I Pl

T ML L PG Y

Fig. 7. The semantic schema corresponding to the relations along the Ox axis

If ob~(Stadium) = Os, ob~'(Hospital) = Oa, 0b~*(Park) = Os,
ob~Y(Building) = Oy, ob~'(Hypermarket) = Oy, then the internal represen-
tations of the knowledge derived from K P are the following ones:

— the agent Ag; constructs the semantic schema Sy where &1 = (X, Ao, 41, Ry)
(Figure 7) such that:
oX = {017"'705}
OA()l = {L7 PB}
oy = { (037 PB7 02)7 (027 L7 05)7 (057 PB7 04)7 (047 L7 01)7
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Fig. 8. The semantic schema corresponding to the relations along the Oy axis

(O H(P ) 05)7 (0279(L7P3)704)7 (0570(1337 L)701)7
(Os, 9(9(PB L),PB),04), (02,0(6(L, PB), L), 01),
(037 (9( (PB L)va)vL)vol)}

o Ay = pra(I)

— the agent Ags constructs the semantic schema Sy where Sy = (X, Aoz, A2, R2)

(Figure 8) such that:

o X = {017...705}

oAy = {B,PL}

L3 :{ (0373702)7 (027PL 01)7 ( 173705)7 (0573
(0370(B7PL)701)7 (027 (PL B)70 ) (O 7'9( ) )704)7
(0379(9(37PL)7B)7O5) (027 ( ( B)7 )7 )7
(03,0(0(0(B, PL), B), B),04)}

o Ay = pra(Rs)

— the knowledge manager K M3 constructs the semantic schema Ss € Hyp: ({51,
82}), Ss = (X, Aos, As, Rs) obtained by means of some deductive paths
L7e* C Ded(Sy), Ly*® C Ded(Ss) such that Vi € {1,2}:

L"** is the set of the maximal deductive paths from Ded(S;) that can be
connected with the deductive paths of S3_;. Results:
o Lvlnax = {([037 02]7 PB)7 ([027 05]7 L)7 ([057 047 Ol]ve(PBv L))7
([037 027 05]7 H(PB7 L))7 ([027 057 047 01]7 H(H(Lv PB)7 L))7
([037 027 057 047 01]7 H(H(H(PBv L)7 PB)7 L))}
o Lanax = {([037 02]7 B)7 ([057 04]7 B)7 ([027 017 05]79(PL7 B))7
([037 027 017 05]7 0(6(37 PL)7 B))7 ([017 057 04]7 H(Bv B))7
([027 017 057 04]7 H(H(PLv B)7 B))}
We will choose the sets L;, i = 1,2, as follows:
Li={d=(z,....ylu) € L7 | 3d' = ([y, .., ], v) € L=,
trace(u) =< Ui, ..., Un >p>1,trace(v) =< vi,...,Um >m>1:
(un = LAvy = PL)V (up = BAvy = PB)V(u, € {PB,PL})}
Obviously, we obtain that the set L1 U Lo is a pairwise connected set of
deductive paths. For the sets LT*** and L5"** enumerated before we have:
oL = {([037 02]7 PB)7 ([057 Oy, 01]70(P37 L))}
.LQ = {([027 017 05]7 H(PLv B))7 ([027 017 057 04]79(0(PL7 B)7 B))}
We take:
.Lcll = {(([037 02]7 PB)7 (037 €1, 02))7 (([057 047 01]7 H(PBv L))7 (057 €2, Ol))}
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.LS = {(([027 017 05]7 H(PL7 B))7 (027 mai, 05))7
(([O2,01,05,04],0(0(PL, B), B)), (O, ma, O4) }
Results that the hyper-schema of K M3 generated by means of L and Lo
is 83 = ()(7 {617 €2,M71, WL2}7 Ag7 Rg) where:
R3 = {(03,1,02), (05, e2,01), (0O2,m1,05), (O2,m2,04), (O3, 0(e1,
WLQ)v 04)7 (027 9(7”17 62)7 01)7 (037 9(617 WLl)v 05)7 (037 6(9(617 WLl)v
e2),01),(03,0(e1,0(my, e2)), 01)}
Az = pra(Rs)
In what follows we will present the way the outputs of the knowledge man-
ager K M3 are calculated together with their graphical representations.
The initial relations of Sz, that is the relations of Ry3 are the following four
ones:

— (03761702) € Ros, e1 € pTQ(ATC([q)). Results Ad; € Ded(Sl): T(dl) =
(037 €1, 02)7 d1 = ([037 02]7 PB). Thus Valz3(h([037 02]7 61)) = Valzl (h
([03, Os], PB)) = Algpi(03,02) = Ypp(03,0s)

— (05762701) € Ros, e2 € pTQ(ATC([q)). Results ddy € Ded(Sl): T(dg) =
(05762701)7 do = ([05704701],9(1337 L)) We have ds =>}{ (T1(h([05704]7
JDB)7 h([04701]7 L)) Thus V(IZIS (h([05701]7€2)) = Valzl (Ul(h([05704]7
PB),h([04, 01, 1)) = Algypp 1)(Algpp(0s, 04), Alg;' (04, 01)) =
Yypa,r) (05,01)

- (02777L17O5) S ]%()37 my € pT'Q(AT'C(LQ)). Results Hdg S Ded(Sg): T(dg) =
(027771/17 05)7 dg = ([027 017 05],9(PL7 B)) ‘We have dg =>}{ Ug(h([027 01]7
JDL)7 h([01705]7B)) Thus ValI3 (h([02705]77n1)) = VaZIQ(U'Q(h([OQ7 01]7
PL),h([01, Os), B))) = Algytp,, p(Algps,(02,01), Algi? (01,05)) =
Yo(pr,5)(02,Os)

— (02777L27O4) € Ro3, ma € pT'Q(AT'C(LQ)). Results ddy4 € Ded(SQ): T(d4) =
(OQ7 ma, 04)7 dy = ([027 017 057 04],9(9(13[/7 B)7 B)) We have dy :>}{ 02(02
(h ([027 01]7 PL)7 h([01705]7B))7 h([057O4]7B)) Thus ValI3(h([027O4]7
WLQ)) = Vall'z (02(02 (h([027 01]7 PL)7 h([017 05]7 B))vh([ofn 04]7 B))) =
Algoty pr gy (Aldatpy, gy (Algii (02, 01), Algg (01, 05)), Algi (05, Os))
= Yo(o(pL,B),B) (02, O4)

Relations obtained in the hyper-schema S3 by combining relations of Sy
with relations of Ss:

— (03,9(6177%2)704) € Rj3. Results 3d; € Ded(83)7 ds = ([03702704]7 09(617
WLQ)). We have d5 =>}{ Ug(h([03702]761)7h([02704]77n2)). Thus Valz3 (03
(A([03, O2), €1), h([O2, 0a],m2))) = AlgPige, ) (Valz, (h([03, 0z], 1)),
Vall'g (h ([027 04]7 WLQ))) = Algggpgyg(g(pLﬁB)ﬁB))(YPB(037 02)7 YO(Q(PLA,B)A,B)
(02,04)) = Yo(pB,0(o(PL,B),B))(03,04)

- (OQ,H(WL17€2)701) € R3. Results Hda S Ded(83)7 dg = ([02705701]7 9(77L1
,e2)). We have dg =3 03(h([O2, Os], m1), h(|Os,01],€2)). Thus Valz, (o3
(h([027 05]7 WL1)7 h([Ofn 01]7 62))) == Alg{‘is(e(mh@)) (Va’ll's (h([027 05]7 WL1))7
Val7.'3 (h([ofn 01]7 62))): Algg(rje(pLﬁB)ye(pBA’L))(YQ(PL#B)(027 05)7 YO(PBA,L)(OEM
01)) = Yg(g(pLﬁB)ﬁ(pB#L)) (02701) (see Figure 9(&))
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— (03,9(6177711)705) € R3. Results dd; € Ded(83)7 d7 = ([037027051,9(617
ml)) We have d7 =>F{ Ug(h([037 02]7 61)7 h([027 O5]7 ml)) Thus ValIS (03 (h
([03,02], €1), B([02, 03], m1))) = AlGy 01 mryy (Valz, (A([03, 02], 1)), Valz,
(h([02, 05),m1))) = Algyip g (1. 5y (YrE (O3, 02). Yo(pr,5)(02,01)) =
Yo(pB,o(pPL,B))(03,05) (see Figure 9(b))

- (03, 9(61, H(mh 62))7 01) € R3. Results ddg € Ded(83)7 dg = ([037 05,05, 01]7
9(617 09( mi, 62))). We have dg =>}{ Ug(h([03702]761),03(h([02705]7m1)7
h([Os7 01]7 61)). Thus ValIS (Ug(h([037 02]7 61), Ug(h([027 Os]7 77”L1)7 h([057 01]7
61))) = Algi?@(el,e(ml,eg))) (ValIS (h([037 02]7 61))7 ValIS (03 (h([027 Os]7 77”L1)7 h

([0s, O1], €2))) = Alg‘es(SpRe(e(pL,B)ﬁ(pB,L)))(YPB(03702)7

Yoo(pr.B),6(PB,L))(02,01)) = Yo(pB.o(e(pPL,B)0PB,L)))(O03,01) (see Fig-
ure 9(c))

— —{ m
——0. —'ﬂ—ﬂ‘—ﬂ' = =g e =
— — 05
— = — +— —— OF = =i o i
= =~ DA e i r el
02 = — (n]] 08 — — oz -
(a) (b) (c)

Fig. 9. 9(&) shows YQ(Q(PL,B)’Q(PB,L))(OQ701)7 9(b) shows YQ(PB’Q(PL,B))(O37O5)
and 9(c) shows Yypm,o(s(PL,B),0(PB,L)))(03,01)
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